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Research Motivation



Research Motivation

• Software providers offer new AI-related services (AI-as-a-Service)
• Cloud service providers, dedicated startups

• These platforms have access to companies’ private intellectual 
property
• AI models
• Source code



Research Motivation

• Adversarial point of view
• Implications of hacking an AI-as-a-Service platform?

• Access to the latest and greatest AI models?

• What is the attack surface?
• What security mechanisms are in place?
• Help platforms mitigate security issues



Introduction
Hugging Face, AI-as-a-Service, Multi-Tenancy, K8s and more!



AI-as-a-Service

• Relatively new field
• Companies and organizations demand “AI”
• Scaling models is difficult
• Pay-as-you-go



Hugging Face 





Hugging Face Services

• Model gallery (more than 1 million models!)
• Dataset gallery
• Inference-as-a-Service
• AI application hosting



Hugging Face Services

• Model gallery (more than 1 million models!)
• Dataset gallery
• Inference-as-a-Service
• AI application hosting



Multi-Tenancy

• A software architecture in which a single instance of a software 
application (and its underlying components) serves multiple 
tenants (customers)

Multitenant System

Shared Infrastructure



Multi-Tenancy Issues 

• When one tenant can access the data of other tenants
• Escaping a sandbox
• Massive impact

Multitenant System

Shared Infrastructure



Multi-Tenancy Kubernetes

• Kubernetes - container orchestration system
• Convenient way to manage large production environments

• Glossary:
• Pod: “Application” (one or more containers)
• Node: Worker machine (often a virtual machine)
• Cluster: Multiple nodes



Research #1
Hacking Hugging Face Spaces Services



Hugging Face Spaces



Creating a New Space



Creating a New Space



Dockerfile as Input



uid=1000 @ pod, Now What?

• We are running as uid=1000 within our own pod! 
• A feature?
• How can we escalate the impact?

• Pivot!



Pivot!

• Privilege Escalation
• Network Scanning
• File-System Secret Scanning
• Proves to be very difficult 

• Service provider expected malicious activity?



Attempt #2: RCE with Dockerfile



Attempt #2: RCE with Dockerfile (RUN)

Executes during container building stage on Pod #1
Executes during container deployment stage on Pod #2



Attempt #2: RCE with Dockerfile (RUN)



root@pod, Now What?

• This is where customers’ applications are being built
• What does the build process look like?
• What happens when the build is done?



Approximate Architecture of The Service
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push
built image
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Finding the Internal Container Registry 

• Container images should be stored somewhere
• By examining active network connections on the builder machine, 

we found one for the internal container registry
• Reverse-DNS reveals an internal hostname



Can We Access the Container Registry?



Approximate Attack Flow
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Demo





Impact

• Access all private AI applications on the platform
• Hundreds of thousands

• Ability to overwrite applications of other customers

Before After



What else?

• Access to all private AI applications source code
• Nice
• Is it possible to access to all private models? 
• Let’s continue the research



Research Question

• What is the attack surface?
• Uploading a malicious AI Application
• Uploading a malicious AI Model



Research Question

• What is the attack surface?
• Uploading a malicious AI Application
• Uploading a malicious AI Model



Unsafe AI Model Formats

https://github.com/huggingface/safetensors

Safe: Can I use a file randomly downloaded and expect not to run arbitrary code?



Easy RCE with a Malicious AI Model (PyTorch)



Easy RCE with Pickle



Research #2
Hacking Hugging Face Inference Services



Hugging Face Inference



Let’s Craft a Malicious Model



The Payload













root@pod, Now What?

• We are running as root within our own pod! 
• A feature?
• How can we escalate the impact?

• Pivot!
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Pod-to-Node Escape

• If we want to prove that we can interfere with other 
customers, we need to escape our own pod

• The Kubernetes cluster is managed by AWS EKS
• AWS managed Kubernetes services



Pod-to-Node Escape

• Multiple approaches:
• Privileged container?
• Shared resources (network, mounts)?
• Kernel vulnerability?

• Luckily, AWS EKS has a common misconfiguration that 
makes this very easy



Pod-to-Node Escape in AWS EKS

• Behind the scenes, every Node in an EKS cluster is an EC2
• Each EC2 (VM) has its own IMDS

• Instance Metadata Service – 169.254.169.254

• This service providers metadata about the VM
• Including security credentials – AWS IAM Identity



IMDS Illustrated

EC2
(Virtual Machine)

IMDS
(169.254.169.254)

GET / HTTP/1.1



Pod-to-Node Escape in AWS EKS

• What happens if we try to send an HTTP request to the IP 
address 169.254.169.254 from within our pod?

• By default, we get routed to the Node’s IMDS
• Which returns the Node’s IAM Security Credentials

• Our Pod now has access to AWS credentials of the Node
• In EKS, by default, Nodes are assigned an AWS IAM Role which 

has access to EKS, Container Registries, Network, etc



$ aws eks get-token

• Using the aws cli, we can transform these AWS credentials into a 
service account within the Kubernetes cluster

• Since we are authenticating with the Node’s AWS credentials, we 
get the service account of the Node within the cluster



Our Pod

Node

Amazon EKS

EC2 IMDS

AWS

$ aws eks get-token

$ kubectl --token $TOKEN get pods



Demo



Impact

• Access all private models hosted on the platform
• Almost a million at the time





Responsible Disclosure



Responsible Disclosure

•All issues have been reported to Hugging Face
•Worked closely with Hugging Face to help fix the 

bugs
•Never interfered with Hugging Face customers

• Tests were performed only on our accounts



Summary



Summary

• Multi-tenancy is hard
• Many pitfalls

• Pivoting is an essential part of multi-tenancy research
• Escalate impact
• Exploiting a chain of security issues

• The impact of cross-tenant attacks is massive



For Researchers

• SaaS / PaaS targets often expose interesting attack surfaces
• Often overlooked
• Impactful bugs

• Vulnerabilities in these services affect countless organizations 
simultaneously



For Defenders

• Safe(r) model formats reduce attack surface
• SafeTensors, GGML/GGUF
• Safer != Safe

• Use stronger security boundaries (as opposed to containers)
• Hardened containers / gVisor
• Dedicated virtual machines
• Dedicated clusters
• Security Features: Kubernetes namespaces / Network policies / Pod 

Security Policy / Pod Security Admission

• Collaborate with security researchers ☺



More on Cross-Tenant Research
• Microsoft Azure Cosmos DB
• Microsoft Azure PostgreSQL
• IBM Cloud Databases
• Alibaba Cloud Database Services
• Hugging Face Inference-as-a-Service
• Hugging Face AI Application Hosting
• Replicate Inference-as-a-Service
• SAP AI Core Model Training

https://wiz.io/blog

https://wiz.io/blog


Questions?
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